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THE EVOLUTION OF DIGITAL DEPENDENCY:
SOFTWARE (AI/ML) NOT ONLY “EATING” BUT “PROGRAMING” THE WORLD

2

2011

2016

… distributed systems — encompassing 
cloud and SaaS; A.I., machine learning, 
deep learning; and quantum computing — 
to the role of hardware; future interfaces; 
and data, big and small.
… why simulations matter… and what do 
we make of our current reality if we are all 
really living in a simulation as Elon Musk 
believes?

1. Building Resilience to Water Crises 

2. Building Resilience to Large-Scale 

Involuntary Migration 

3. Building Resilience to Large-Scale 

Cyberattacks 

2018

2022

2021

“Cybersecurity 

failure” is one of the 

risks that worsened 

the most through 
COVID-19 
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In 2019, he paraphrased Robert Oppenheimer, the leader of 
the Manhattan Project, who believed the atomic bomb was 
an inevitability of scientific progress. “Technology happens 
because it is possible,” he said. 

(Mr. Altman pointed out that, as fate would have it, he and 
Oppenheimer share a birthday.)

AI – NEW DISRUPTIVE OR DESTRUCTIVE TECHNOLOGIES?

August 01, 20233

Remember: The Trinity Test (July 16,1945), there was “unlikely 
chance” of setting the planet on fire (atmospheric ignition), 
but…

The modern fuel is “data”, and the algorithms are the “chain 
reaction” 
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Financial/Stock Markets: 
>80% generated by Automated Trading 

Systems

Aviation: Uninterruptible Autopilot System, 
Training simulators

Military: Nuclear / autonomous 
WeaponsEnergy: Nuclear 

Power Plants

Utilities: Water 
Plants/Electrical Grid Communications: Satellites

SECTORS AND SPECIFIC AI-RELATED RISKS [THE BLUEPRINT, EU]

4

Supplies/Logistics:
Supply/Value chains

Science: R&D, Applied, Education
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AI IN SAFETY CRITICAL USE-CASES

31.10.2023

Robot Assisted Surgery Autonomous Driving Medical Diagnostics

AI is great! However, it:
• is vulnerable to adversarial attacks, 
• can leak private information,
• is mostly unexplainable,
• can be unfair in its decision making



AI – Enabler, 
Defender, Offender 

and Target

10/31/20236
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TOWARDS “TRUSTWORTHY AI”
AI-RELATED RISKS AND THREATS (THREAT LANDSCAPE FOR AI)

7

JRC Report on CYBERSECURITY OUR DIGITAL ANCHOR, A EUROPEAN PERSPECTIV
https://publications.jrc.ec.europa.eu/repository/handle/JRC121051 

https://publications.jrc.ec.europa.eu/repository/handle/JRC121051
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EVASION ATTACKS

human:    100.0% Stop sign 
machine:   99.7% Stop sign

human:   100.0% Stop sign 
machine:     0.9% Stop sign

We use ML models in autonomous driving, credit access, CV selection. But hackers can manipulate the 
predictions of ML models.

31.10.2023 Security & Trust for Artificial Intelligence



compete by excellence www.esicenter.bg

COUNTERMEASURES AND ADVERSARIAL AI: REAL WORLD ATTACKS 

31.10.2023 Security & Trust for Artificial Intelligence

Sources: https://arxiv.org/pdf/1707.08945.pdf    https://arxiv.org/pdf/1904.08653.pdf 

YoloV2 object detector: an adversarial patch that is successfully 
able to hide persons from a person detector. 

Engineered Graffiti

https://arxiv.org/pdf/1707.08945.pdf
https://arxiv.org/pdf/1904.08653.pdf
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https://www.techradar.com/news/chatgpt-
and-google-bard-studies-show-ai-chatbots-
cant-be-trusted 

CHATGPT – SOME PRIVACY WARNINGS…

https://www.techradar.com/news/samsung-workers-leaked-company-secrets-by-using-chatgpt
https://www.techradar.com/news/chatgpt-and-google-bard-studies-show-ai-chatbots-cant-be-trusted
https://www.techradar.com/news/chatgpt-and-google-bard-studies-show-ai-chatbots-cant-be-trusted
https://www.techradar.com/news/chatgpt-and-google-bard-studies-show-ai-chatbots-cant-be-trusted
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EC’s regulation on AI makes it mandatory to validate/test 
and monitor high-risk AI systems. But everyone is 
confused on how to do it properly!

Proper frameworks should be developed to conceptualize the quality assurance of the AI systems.

Easy to use tools are needed to bring testing and validation to the AI practitioner's reach. 

External auditing practices and tools needed to guide companies how to test the critical AI systems to 
ensure maximum safety.

REGULATIONS

31.10.2023
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AI system shall be considered high-risk if the 
AI system is intended to be used as a safety 
component of a product or is itself a 
product.

The product whose safety component is the 
AI system, or the AI system itself as a 
product, is required to undergo a third-party 
conformity assessment with a view to the 
placing on the market or putting into service 
of that product. 

DEFINITON OF HIGH RISK AI SYSTEMS (EU AI ACT / REGULATION)

Source: https://www.adalovelaceinstitute.org/wp-content/uploads/2022/04/Expert-explainer-The-EU-AI-Act-11-April-2022.pdf 

https://www.adalovelaceinstitute.org/wp-content/uploads/2022/04/Expert-explainer-The-EU-AI-Act-11-April-2022.pdf
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Sensitive areasCriteria for risk assessment Examples of concrete high-risk use cases

Risk assessment to determine 

likelihood and severity of harm to 

safety/fundamental rights based on 

the following criteria:

► Existing use of AI 

► Previous harms or major concerns 

► Potential impact & scale of a harm

► Dependency of affected person on 
outcome determined by AI system

► Reversibility of outcome produced 
by an AI system 
(e.g. physical harm)

► Availability/effectiveness of existing 
legal remedies

Biometric identification in a shopping mall

AI as safety component of a grid management system

AI to process asylum applications*

AI to dispatch emergency medical aid

AI to filter resumes of applicants

AI to evaluate creditworthiness

AI to grade students 

…

Risks to health, safety and/or fund. 

rights in the following areas:

► Biometric identification and 
categorisation

► Management & operation of 
critical infrastructure & services

► Education & vocational training
► Employment & workers 

management
► Access to & enjoyment of private 

services & public services & 
benefits

► Law enforcement
► Migration, asylum & border 

control management
► Administration of justice & 

democratic processes, institutions 
& discourse

Including available evidence

CLASSIFICATION OF AI SYSTEMS AS HIGH-RISK 
(TITLE III, CHAPTER 1 AND ANNEX III)
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AI protection, security and robustness - requirements

1. Human agency and oversight
• Fundamental rights
• Human agency
• Human oversight

2. Technical robustness and safety
• Resilience to attack and security
• Fallback plan and general safety
• Accuracy
• Reliability and reproducibility

3. Privacy and data governance
• Respect for privacy and data Protection
• Quality and integrity of data
• Access to data

4. Transparency
• Traceability
• Explainability
• Communication

5.Diversity, non-discrimination and fairness
• Unfair bias avoidance
• Accessibility and universal design
• Stakeholder participation

6. Societal and environmental well-being
• Sustainable and environmentally friendly AI
• Social impact
• Society and democracy

7. Accountability
• Auditability
• Minimising and reporting negative Impact
• Documenting trade-offs
• Ability to redress

Ethics Guidelines
+ Assessment

2019

Trustworthy AI = Lawful AI + Ethically Adherent AI +  Technically Robust AI
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FAIRNESS

Fairness is a central concern that is directly 
related with human rights.

Bias can be checked on:

◦ Datasets

◦ Model predictions

Tools for testing:

AI Fairness 360 (AIF360) : A comprehensive toolkit 
that includes fairness metrics, bias mitigation 
methods etc.

Fairlearn: Python package that empowers 
developers of artificial intelligence (AI) systems to 
assess their system's fairness and mitigate any 
observed unfairness issues.

February 2021, “…Prime Minister of the Netherlands Mark 
Rutte—along with his entire cabinet—resigned after a year and a 
half of investigations revealed that since 2013, 26,000 innocent 
families were wrongly accused of social benefits fraud partially 
due to a discriminatory algorithm”.

Source: https://www.vice.com/en/article/jgq35d/how-a-discriminatory-algorithm-wrongly-accused-
thousands-of-families-of-fraud 

31.10.2023 Security & Trust for Artificial Intelligence

https://github.com/Trusted-AI/AIF360
https://github.com/fairlearn/fairlearn
https://www.bbc.com/news/world-europe-55674146
https://www.tweedekamer.nl/sites/default/files/atoms/files/20201217_eindverslag_parlementaire_ondervragingscommissie_kinderopvangtoeslag.pdf
https://www.vice.com/en/article/jgq35d/how-a-discriminatory-algorithm-wrongly-accused-thousands-of-families-of-fraud
https://www.vice.com/en/article/jgq35d/how-a-discriminatory-algorithm-wrongly-accused-thousands-of-families-of-fraud
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AI FOR CYBER

"The good news is that we have the opportunity to start 
dealing with AI attacks at an earlier stage than we did 
with cybersecurity"

"The World Wide Web was developed with security as an 
afterthought, rather than a core design component—and 
we're still paying the price for it today. With AI, it is not too 
late to consider safety, security, and privacy before society 
increasingly relies on this technology.”

https://www.mitre.org/publications/project-stories/creating-an-ai-red-team-to-protect-critical-infrastructure 

September, 2019

CYBER for AI

https://www.mitre.org/publications/project-stories/creating-an-ai-red-team-to-protect-critical-infrastructure
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Capgemini: Reinventing Cybersecurity (AI)

Mainly used for:

• Network security
• Data security
• Endpoint security
• Identity and Access security
• Application security
• Cloud security
• IoT security
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AI THREATS AND VULNERABILITIES:
EC CALL FOR TRUSTWORTHY AI STANDARDS (AI ACT)

• Nefarious activity/abuse (NAA): “intended actions that target ICT 
systems, infrastructure, and networks by means of malicious acts with 
the aim to either steal, alter, or destroy a specified target”. 

• Eavesdropping/Interception/ Hijacking (EIH): “actions aiming to listen, 
interrupt, or seize control of a third party communication without 
consent”. 

• Physical Attacks (PA): “actions which aim to destroy, expose, alter, 
disable, steal or gain unauthorised access to physical assets such as 
infrastructure, hardware, or interconnection”. 

• Unintentional Damage (UD): unintentional actions causing “destruction, 
harm, or injury of property or persons and results in a failure or 
reduction in usefulness”. 

• Failures or malfunctions (FM): “Partial or full insufficient functioning of 
an asset (hardware or software)”. 

• Outages (OUT): “unexpected disruptions of service or decrease in 
quality falling below a required level“. 

• Disaster (DIS): “a sudden accident or a natural catastrophe that causes 
great damage or loss of life”. 

• Legal (LEG): “legal actions of third parties (contracting or otherwise), in 
order to prohibit actions or compensate for loss based on applicable 
law”. 
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“BAD GUYS” ARE FASTER AND BETTER WITH AI ADOPTION 

Malware:
Designed and intended to Kill
(AI/ML engaged)

• Targeting safety monitoring systems (e.g. Schneider 
Electric’s Triconex controllers)

• everything from transportation systems to water 
treatment facilities to nuclear power stations

• Using IIoT
• New “face” – designed to kill

• Suxnet (2010, Iran)
• BlackEnergy (2015, Ukraine)
• CrashOverride/Indistroyer (2016, Ukraine)
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DEEPFAKES ARE MORE THAN “FAKES”

August 01, 2023 Presenter: George Sharkov20
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WEAPONIZED AI (NEW GENERATION APTS):

Militaries - cyber-weapons, super robot-soldiers, autonomous drones and precision lethal weapons

Governments - use AI/ML to monitor/control people, or disrupt other states (governments, economy, society)

Corporations – competition war-games, intel

Hackers – steal, penetrate, destroy (ransom), “stealth” invisible activities (“as a service”)

Doomsday cults attempting to bring the end of the world by any means.

Psychopaths – appear in history books by any means

Criminals – dark web and proxy systems for any unlawful activities

Accessible AI/ML as a 
Service - anyone could be 
a malicious actor!
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▪Experts expect the AI market to grow to almost $60 
billion. 

▪AI will increase the productivity of businesses by 40%, 
and by 2030

▪Global GDP will increase by $15.7 trillion because of AI.

AI is perfect for military applications because:

▪ it can solve computational complexity. 

▪It can easily run an algorithm during times of 
tremendous pressure and stress. 

▪It can decide at a much faster speed.

▪Further, decisions result from data, without human 
emotion.

AI CHANGING MILITARY STRATEGIES

August 01, 2023 Presenter: George Sharkov22

https://nstxl.org/how-artificial-intelligence-is-changing-the-future-of-military-defense-
strategies/#:~:text=A%20prominent%20example%20of%20how,army%20aircraft%20have%20intelligent%20sensors. 

https://nstxl.org/how-artificial-intelligence-is-changing-the-future-of-military-defense-strategies/#:~:text=A%20prominent%20example%20of%20how,army%20aircraft%20have%20intelligent%20sensors
https://nstxl.org/how-artificial-intelligence-is-changing-the-future-of-military-defense-strategies/#:~:text=A%20prominent%20example%20of%20how,army%20aircraft%20have%20intelligent%20sensors
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AI WARFARE: UKRAINE

An article in the New Yorker in March 2022 described the conflict 
as the “the first TikTok War.” 

Ukraine's Minister of Digital Transformation Mykhailo Fedorov has 
called it a “technology war.” 

Alex Karp, CEO of data analytics company Palantir, has suggested 
that the technology being used is changing the competitive 
advantage of a small country versus a larger adversary. 

The Washington Post in December ran a front-page article about 
how Ukraine and Russia are fighting the “first full-scale drone war.”

What’s more, AI is playing an important role in electronic warfare 
and encryption. For example, the U.S. company Primer has 
deployed its AI tools to analyze unencrypted Russian radio 
communications. 

AI and Information/Cognitive warfare:

More visible use of AI surrounding the conflict: the spread of 
misinformation and the use of deep fakes as part of information 
warfare. 

AI offers unprecedented opportunities for scaling and targeting 
such campaigns, especially in combination with the broad range of 
social media platforms.

Use of recommendation algorithms to target users with direct 
content - the AI systems that can autonomously create and spread 
messages are becoming more sophisticated. 

August 01, 2023 Presenter: George Sharkov23

https://www.nationaldefensemagazine.org/articles/2023/3/24/ukraine-a-living-lab-for-ai-warfare 

https://www.nationaldefensemagazine.org/articles/2023/3/24/ukraine-a-living-lab-for-ai-warfare
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THE FUTURE (HOPEFULLY NOT) WAR 

In a book published this year, AI and the Bomb, James Johnson of 
the University of Aberdeen imagines an accidental nuclear war in 
the East China Sea in 2025 precipitated by AI-driven intelligence 
on both the U.S. and Chinese sides, and “turbo-charged by AI-
enabled bots, deepfakes, and false-flag operations.”

https://foreignpolicy.com/2023/04/11/ai-arms-race-artificial-intelligence-chatgpt-military-technology/ 

CHAPTER
Introduction Artificial intelligence and nuclear weapons

This chapter establishes a technical baseline that informs the book’s theoretical 
framework for considering AI technology and nuclear risk. This chapter has two goals. 
First, it defines military-use AI (or “military AI”). It offers a nuanced overview of the 
current state of AI technology and the potential impact of dramatic advances in this 
technology (e.g., ML, computer vision, speech recognition, natural language 
processing, and autonomous technology) on military systems. How, if at all, does AI 
differ from other emerging technology? How can we conceptualize AI and technological 
change in the context of nuclear weapons? Second, it highlights the developmental 
trajectory of AI technology and the associated risks of these trends as they relate to the 
nuclear enterprise.

https://academic.oup.com/book/45682
https://foreignpolicy.com/2023/04/11/ai-arms-race-artificial-intelligence-chatgpt-military-technology/
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US ADOPTS THE RISK-BASED APPROACH

10/31/202325

Sec. 2.  Policy and Principles….:

  (a)  Artificial Intelligence must be safe and 

secure.  Meeting this goal requires robust, reliable, 

repeatable, and standardized evaluations of AI systems, 

as well as policies, institutions, and, as appropriate, 

other mechanisms to test, understand, and mitigate 

risks from these systems before they are put to use.  It 

also requires addressing AI systems’ most pressing 

security risks — including with respect to 

biotechnology, cybersecurity, critical infrastructure, 

and other national security dangers — while 

navigating AI’s opacity and complexity…



Our (ESI CEE) 
Experience
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Fighting Illicit Trafficking in Cultural Goods: 
An Innovative European Project

IEEE CSR: CRE Workshop 2023, 01 August 2023, Venice

RITHMS – GA 101073932 [HORIZON-CL3-2021-FCT-01-08]

https://rithms.eu
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WHAT’S RITHMS

RITHMS – GA 101073932 [HORIZON-CL3-2021-FCT-01-08]

Interoperable, multifunctional digital platform

o Identify, evaluate, analyse relations between criminal and non-criminal actors

o Social Network Analysis (SNA): understand the connections among actors and 
the flow of cultural objects

o Enhance intelligence for Law Enforcement Agencies

GLOBAL STRATEGY 
to counter illicit trafficking in looted and stolen cultural goods 
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SNA PLATFORM 
Intelligence and Anaytics

RITHMS – GA 101073932 [HORIZON-CL3-2021-FCT-01-08]

• OSINT (large data sets), incl. 
crawlers, scrapers (AI/ML, NLP)

• Knowledge Graph

• KG Transformations (correlations, 
associations, heuristic rules)

• SNG (Social Network Graphs)

• SNA (Social Network Analysis) – 
criminal groups, actors, traffic, 
networks 

• GNN 



Intelligence and Analytics Platform (IAP)
From data to knowledge -  for investigation, identifying, monitoring and counter fighting disinformation propagation networks (actors, channels, 
dependencies, patterns)

OSINT data
KNOWLEDGE GRAPH
Disinformation Ecosystem

SOCIAL NETWORK 
GRAPHs (SNGs)

Actors & Channels

SOCIAL NETWORK 
ANALYSIS RESULTS

Countering Disinformation Environment (Ecosystem) in Bulgaria(CoDE)
 (2023-2026), funded by America for Bulgaria Foundation,  9 partners



Summary 
(Instead of..)
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The weaponization of AI refers to the use of artificial intelligence technologies in military, cyber, or other offensive applications with the intent to 
cause harm or disruption. As AI continues to advance, the potential for its weaponization raises various concerns. Some of the ways AI can be 
weaponized include:

1.Cyber Warfare: AI can be used to create sophisticated and autonomous cyber-attacks, such as malware that adapts to its environment, targets 
specific vulnerabilities, and evades detection.

2.Autonomous Weapons Systems: Also known as lethal autonomous weapons, these are AI-powered weapons that can independently identify and 
engage targets without human intervention. These systems raise ethical and humanitarian concerns due to their potential to reduce human control 
over lethal force.

3.Adversarial AI Attacks: AI can be used to create and deploy adversarial attacks, exploiting vulnerabilities in other AI systems. For instance, 
generating adversarial examples to fool image recognition systems or spamming natural language processing algorithms with malicious inputs.

4.AI-Enhanced Surveillance: AI can be used to improve surveillance capabilities, enabling the identification, tracking, and monitoring of individuals or 
groups. This can be used for mass surveillance or targeted surveillance of specific individuals.

5.Social Engineering and Psychological Manipulation: AI can be used to analyze vast amounts of data from social media and other sources to create 
targeted and persuasive social engineering attacks to manipulate opinions or influence behavior.

6.AI-Driven Disinformation and Deepfakes: AI can be used to generate highly realistic fake content, including deepfake videos, images, or audio, 
which can spread disinformation and misinformation for political or malicious purposes.

7.AI-Driven Swarming Drones: Autonomous drones can be coordinated using AI algorithms to swarm and overwhelm enemy defenses or 
infrastructure, causing significant damage.

8.AI-Powered Malware and Hacking: AI can be employed to create sophisticated malware that can adapt, learn from its environment, and propagate 
more efficiently, making it harder to detect and defend against.

9.Financial Market Manipulation: AI algorithms can be used to manipulate financial markets by analyzing vast amounts of data, detecting patterns, 
and executing high-speed trades to exploit market vulnerabilities.

10.AI-Enhanced Espionage: AI can be used to gather, analyze, and interpret vast amounts of data to aid in espionage activities, such as intelligence 
collection, reconnaissance, and cyber-espionage.

Given the potential risks associated with the weaponization of AI, there are ongoing discussions among governments, researchers, and 
international organizations about the need for responsible AI governance and regulations to prevent the malicious use of these technologies. 
Establishing ethical frameworks and guidelines for AI development and deployment is essential to mitigate these risks and promote the responsible 
use of AI for the benefit of humanity.

WHAT ARE THE WAYS TO WEAPONIZE AI?

August 01, 2023 Presenter: George Sharkov32



Do you know the difference 
between AI and Atomic Bomb?

AI IS A WEAPON THAT CAN CREATE MORE 
DANGEROUS WEAPONS
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